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Directions

* View this in “Presentation Mode” in MS PowerPoint
* Click the “Begin” button below to start
* Click the desired measure of interest (e.g., Measure of Center)

* Follow the flowchart to arrive at the recommended inferential statistical
method

* Use the || button to return to the previous slide

 Use the |£}| button to return to the starting page
* Questions? Contact the STAT COE at COE@afit.edu
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Measure of Center
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Relationship between 2 or more variables (Continuous Response)
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